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9.1 Analysis of Variance for Experiments of Single Factor 

▪ Examples to compare means of several populations. 

- Are average hours of library usage for each grade the same?
- Are yields of three different rice seeds equal? 
- In a chemical reaction, are response rates the same at four 

different temperatures? 
- Are average monthly wages of college graduates the same at 

three different cities? 

▪ Factor is a variable used to distinguish populations, such as 
grade or rice.
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[Example 9.1.1] In order to compare the English proficiency of each grade 
at a university, samples were randomly selected from each grade to take 
the same English test, and the data are in Table 9.1.1. 

Grade English Proficiency Score Average

1
2
3
4

81 75 69 90 72 83 
65 80 73 79 81 69 
72 67 62 76 80 
89 94 79 88 

ഥ𝒚𝟏∙ = 78.3
ഥ𝒚𝟐∙ = 74.5
ഥ𝒚𝟑∙ = 71.4
ഥ𝒚𝟒∙ = 87.5

1) Using 『eStat』, draw a dot graph of exam scores for each grade and 
compare average.

2) We want to test a hypothesis whether the average scores of each grade 
are the same or not. Write a null hypothesis and an alternative hypothesis.

3) Apply the analysis of variances to test the hypothesis in question 2).
4) Use 『eStat』 to check the results of the ANOVA test.

9.1 Analysis of Variance for Experiments of Single Factor 
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<Answer of Example 9.1.1>

9.1 Analysis of Variance for Experiments of Single Factor 
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<Answer of Example 9.1.1>

2) Null hypothesis 𝑯𝒐 ∶ 𝝁𝟏 = 𝝁𝟐 = 𝝁𝟑 = 𝝁𝟒

Alternative hypothesis 𝑯𝟏 ∶ 𝒂𝒕 𝒍𝒆𝒂𝒔𝒕 𝒐𝒏𝒆 𝒑𝒂𝒊𝒓 𝒐𝒇 𝝁𝒊 𝒊𝒔 𝒏𝒐𝒕 𝒕𝒉𝒆 𝒔𝒂𝒎𝒆

3) Between sum of squares (SSB) or Treatment sum of squares (SSTr)

SSTr = 6(78.3 − ത𝑦∙∙ )2 + 6(74.5 − ത𝑦∙∙ )2 + 5(71.4 − ത𝑦∙∙ )2 + 4(87.5 − ത𝑦∙∙ )2 = 643.633

⇨ If SSTr is close to zero, all sample means for four grades are similar.

Within sum of squares (SSW) or Error sum of squares (SSE)

SSE = (81 − ത𝑦1∙ )2 + (75 − ത𝑦1∙ )2 + ⋯ + (83 − ത𝑦1∙ )2

+ (65 − ത𝑦2∙ )2 + (80 − ത𝑦2∙ )2 + ⋯ + (69 − ത𝑦2∙ )2

+ (72 − ത𝑦3∙ )2 + (67 − ത𝑦3∙ )2 + ⋯ + (80 − ത𝑦3∙ )2

+ (89 − ത𝑦4∙ )2 + (94 − ത𝑦4∙ )2 + ⋯ + (88 − ത𝑦4∙ )2 = 839.033

9.1 Analysis of Variance for Experiments of Single Factor 

⋯
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<Answer of Example 9.1.1>

𝑭𝟎 =

𝑺𝑺𝑻𝒓

(𝟒−𝟏)
𝑺𝑺𝑬

(𝟐𝟏−𝟒)

=
𝑻𝒓𝒆𝒂𝒕𝒎𝒆𝒏𝒕 𝑴𝒆𝒂𝒏 𝑺𝒒𝒖𝒂𝒓𝒆 (𝑴𝑺𝑻𝒓)

𝑬𝒓𝒓𝒐𝒓 𝑴𝒆𝒂𝒏 𝑺𝒒𝒖𝒂𝒓𝒆 (𝑴𝑺𝑬)
~ 𝑭𝟑,𝟏𝟕

𝑭𝟎 =
𝟔𝟒𝟑.𝟔𝟑𝟑

𝟑
𝟖𝟑𝟗.𝟎𝟑𝟑

𝟏𝟕

= 𝟒. 𝟑𝟒𝟕 𝑭𝟑,𝟏𝟕;𝟎.𝟎𝟓 = 𝟑. 𝟐𝟎

• 𝐇𝐞𝐧𝐜𝐞 𝐑𝐞𝐣𝐞𝐜𝐭 𝑯𝒐 ∶ 𝝁𝟏 = 𝝁𝟐 = 𝝁𝟑 = 𝝁𝟒

• ANOVA Table

9.1 Analysis of Variance for Experiments of Single Factor 

⋯
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<Answer of Example 9.1.1>

9.1 Analysis of Variance for Experiments of Single Factor 
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<Answer of Example 9.1.1>

9.1 Analysis of Variance for Experiments of Single Factor 
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9.1 Analysis of Variance for Experiments of Single Factor 

▪ ANOVA Model 

𝒀𝒊𝒋 = 𝝁𝒊 + 𝜺𝒊𝒋

= 𝛍 + 𝜶𝒊 + 𝜺𝒊𝒋 , 𝒊 = 𝟏, 𝟐, … , 𝒌 ; 𝒋 = 𝟏, 𝟐, … , 𝒏𝒊

▪ Hypothesis

𝑯𝟎 ∶ 𝜶𝟏 = 𝜶𝟐 = ⋯ = 𝜶𝒌 = 𝟎
𝑯𝟏 ∶ At least one pair of 𝜶𝒊 is not equal to 0
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9.1 Analysis of Variance for Experiments of Single Factor 

▪ Total Sum of Squares  SST  = σ𝒊=𝟏
𝒌 σ𝒋=𝟏

𝒏𝒊 (𝒀𝒊𝒋 − ഥ𝒀∙∙)
𝟐

▪ Treatment Sum of Squares SSTr = σ𝒊=𝟏
𝒌 σ𝒋=𝟏

𝒏𝒊 (ഥ𝒀𝒊∙ − ഥ𝒀∙∙)
𝟐

▪ Error Sum of Squares SSE  = σ𝒊=𝟏
𝒌 σ𝒋=𝟏

𝒏𝒊 (𝒀𝒊𝒋 − ഥ𝒀𝒊∙)
𝟐

▪ SST = SSTr + SSE

▪ If 𝑭𝟎 > 𝑭𝒌−𝟏,𝒏−𝒌 ; 𝜶 , then reject 𝑯𝟎
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Thank you


