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CHAPTER OBJECTIVES

The hypothesis tests from Chapters 7 through
9 are based on assumptions such that the
populations of continuous data follow the
normal distributions. However, in real-world
data, such assumptions may not be satisfied.

This chapter introduces the nonparametric
methods for testing hypothesis by converting
data such as rankings which do not require
assumptions on the population distribution.

Section 10.1 introduces tests for the location
parameter of single population such as the
Sign Test and Signed Rank Test.

Section 10.2 introduces tests for comparing
location parameters of two populations such
as the Wilcoxon Rank Sum Test.

Section 10.3 introduces tests for comparing
location parameter of several populations
such as the Kruskal-Wallis Test and Friedman
Test.
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10.1 Nonparametric Test for the Location Parameter of Single
Population

* The hypothesis test for a population mean in Chapter 7 can be done using t
distribution in the case of a small sample if the population is assumed as a
normal distribution. As such, if we make some assumptions about a population
distribution and test a population parameter using sample data, it is called a
parametric test. The hypothesis tests for two population parameters in Chapter 8
and the analysis variance in Chapter 9 are also parametric tests, because they
assume that populations are normal distributions.

* However, real world data may not be appropriate to assume that a population
follows a normal distribution, or there may not be enough number of samples to
assume a normal distribution. In some cases, data collected are not continuous or
can be ordinal such as rank, then the parametric tests are not appropriate. In
such cases, methods to test population parameters by converting the data into
signs or ranks without assuming on population distributions are called the
distribution-free or nonparametric tests.

* Since the nonparametric test utilizes the converted data such as signs or ranks,
there may be some loss of information about the data. Therefore, if a population
can be assumed as a normal distribution, there is no reason to use the
nonparametric tests. In fact, when a population follows a normal distribution, a
nonparametric test has a higher probability of the type 2 error at the same
significance level. However, a nonparametric test would be more appropriate if
the data are from a population that do not follow a normal distribution.

* The hypothesis test for a population mean in Chapter 7 is based on the theory
of the central limit theorem for the sampling distribution of all possible sample
means. However, the nonparametric test use signs by examining whether data
values are small or large from the central location parameter of the population
(the Sign Test of 10.1.1), or use ranks by calculating the ranking of the data (the
Wilcoxon Signed Rank Test of Section 10.1.2). Here, the central location parameter
can be the population mean or the population median, but usually referring to
the population median that is not affected by an extreme point of the data.

¢ Estimation of a population parameter can also be made by using a nonparametric
method, but this chapter only introduces nonparametric hypothesis tests. Those
interested in the nonparametric estimation should refer to the relevant literature.

10.1.1 Sign Test

* let's take a look at the sign test with the following examples.

Example 10.1.1 | A bag of cookies is marked with a weight of 200g. Ten bags are randomly selected
from several retailers and examined their weights as follows. Can you say that there
are as many cookies in the bag as the weight marked?

203 204 197 195 201 205 198 199 194 207
[] = eBook => EX100101_CookieWeight.csv

1) Draw a histogram of the data to check whether a testing hypothesis using a
parametric method can be performed.

2) Test the hypothesis by using a nonparametric method which utilizes the sign data by
examining whether data values are smaller or larger than 200 with the significance
level of 5%.

3) Check the result of the above test using TeStatU; .
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Example 10.1.1 1) The null and alternative hypothesis to test the population mean p can be written
Answer as follows:

Hy: oy =200, Hp: p = 200

In order to test the hypothesis using the parametric t-test in Chapter 7, it is
necessary to assume that the population is normally distributed, because the sample
size of 10 is small. Let us check whether the sample data is a normal distribution
by using a histogram. Enter data in TeStat; as shown in <Figure 10.1.1>

File | EX100101_CookieWeight.csv
Analysis Var by Group
[1: weight v |

Selected data Raw Data )

Se\ectedVaerW

Weight | V2 V! V4
203
204

197

;|| =

W o~ ;o kW
— R

10 207

<Figure 10.1.1> Data input
for cookie weight

¢ Click icon of the testing hypothesis for the population mean and select ‘Weight’
as the analysis variable in the variable selection box. A dot graph with the 95%
confidence interval will appear as <Figure 10.1.2>. If you click the [Histogram]
button in the options window below the graph, a histogram as shown in <Figure
10.1.3> will appear. If you look at the histogram, it is not sufficient to assume that
the population follows a normal distribution. In such cases, applying the parametric
hypothesis test may lead to errors.

Weidht Confidence § ) Graph Probability Histogram and Norma Distribution

it

Waight
<Figure 10.1.2> Dot graph of the <Figure 10.1.3> Histogram of the
cookie weight cookie weight

2) In this case, the sample data can be converted to sign data only by examining
whether the weight of cookie bag is greater than 200g (+ marked) or not (-
marked).

sample data 203 204 197 195 201 205 198 199 194 207
sign data + + - 2 + + - - - +




4

| Chapter 10 Nonparametric Testing Hypothesis

Example 10.1.1
Answer
(continued)

*

If the number of + signs and — signs are similar, the weight of cookie bag would
be 200g approximately. If the number of + signs is larger than — signs, then the
weight of cookie bag is greater than 200g. If the number of — signs is larger than
+ signs, then the weight of cookie bag is less than 200g.

Since the above sign data only investigate whether a data is larger or smaller than
200 and never use a concept of the mean, it can be considered as testing for the
population median (A4) as follows:

Hy: M = 200 H: M = 200

In the sign data above, ‘the number of + signs’ (denote it as n,) or ‘the number
of — signs’ (denote as n_) follows a binomial distribution with parameters of n=10,
p=0.5 (<Figure 10.1.4>).

Binomial Distrintion n = 10 ¢ = 050

H ¥ F
Mean = 500, Sid Dev = .58

<Figure 10.1.4> Binomial distribution when n=10, p=0.5

Therefore, if H, is correct, the number of + signs may be the most likely to be 5
and 0, 1 or 9, 10 are very unlikely to be present. In order to test AH;: A = 200
with 5% significance level, since it is a two-sided test, rejection region should have

the 2.5% probability at both ends of the binomial distribution, so it is approximately
as follows:

If the number of + signs (n.) is either 0, 1 (cumulated probability from left is
0.011) or 9, 10 (cumulated probability from right is 0.011), then reject A

This rejection region has a total probability of 2*0.011 = 0.022 which is smaller
than the significance level of 0.05. When we use a discrete distribution such as
binomial distribution, it may be difficult to find a rejection region which is exactly
the same as the significance level. If we include one more value in the rejection
region, the decision rule is as follows:

If the number of + signs (n.) is either 0, 1, 2 (cumulated probability from left is
0.055) or 8, 9, 10 (cumulated probability from right is 0.055), then reject A

This rejection region has a total probability of 2*0.055 = 0.110 which is greater
than the significance leve of 0.05. Therefore, the middle values 1.5 (of 1 and 2)

and 8.5 (of 8 and 9) can be used in the decision rule as follows:

If the number of + signs (n,) < 1.5 or n, > 8.5, then reject A,
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Example 10.1.1
Answer
(continued)

This method may also be approximate. In the case of testing using a discrete
distribution, it is not possible to say 'what is right' among the above decision rules
and the analyst should select the critical value near the significance level. In this
example, the number of + signs (n,) is 5 and you can not reject the null
hypothesis /. In other words, the median of the weight of the cookie bag is
200g.

3) Enter data as shown in <Figure 10.1.5> in TeStatU; and press the [Execute] button
to show the test result as in <Figure 10.1.6>. It shows the critical lines for values
containing the significance level of 5% (2.5% for both tests). For a discrete
distribution such as the binomial distribution, the choice of the final reject region
shall be determined by the analyst.

Sign Test

[Hypothesis] H,: M= M, 200

o Hj :M# M, Hp:M> M Hy:M< My
[Test Type] Sign Test

Significance level a= ® 5% 1%
[Sample Data]

Sample 203 204 197 195 201 205 198 199 194 207
[Sample Statistics]

Sign Count (-) = 5 (+) = 5

Execute | Ifn <100 Binomial Test, n = 100 Normal Approximation Test

<Figure 10.1.5> Data input for sign test in feStatU;

Sign Test
Hot M = Me, Ho M # Mo
TTastStat] 6ve) ~ BiY), 05) Distribation

(e =5

FOCS el = 08230 PO 2 () = 08330

<Figure 10.1.6> Result of sign test using TeStatU;

[Practice 10.1.1]

A psychologist has selected 9 handicap workers randomly from production workers
employed at various factories in a large industrial complex and their work competency
scores are examined as follows. The psychologist wants to test whether the population
median score is 40. Assume the population distribution is symmetrical about the mean.

32, 52, 21, 39, 23, 55, 36, 27, 37
[] = eBook => PR100101_CompetencyScore.csv

1) Check whether a parametric test is possible.
2) Apply the sign test with the significance level of 5%.
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When the population median is A4, the sign test is used to test whether
M=M, or M>M, (or M <M, or M= My). However, if the population
distribution is symmetrical to the mean, the sign test is the same as the test of
the population mean, because mean and median are the same in this case.

When there are n number of samples, the test statistic for the sign test uses the
number of data which are greater than A4, which is denoted as n,. The sign test
uses the random variable of ‘the number of + signs (n,)” which follows a
binomial distribution with parameters n and p=0,5, i.e.,, B(n,0.5) when the null
hypothesis is true. You can use the number of data which are less than 14, i.e,
n_ = n—mn, and n_ also follows a binomial distribution B(n,0.5). Let us use
n. in this section. B(n,0.5), represents the right tail 100< « percentile, but the
accurate percentile value may not exist, because it is a discrete distribution. In
this case, middle value of two nearest percentile is often used. Table 10.1.1
summarizes the decision rule for each type of hypothesis of the sign test.

Table 10.1.1 Decision rule of the sign test

Decision Rule

Type of Hypothesis Test Statistic n, = 'number of plus sign data’

1) H : M = M, .
If n, > B(n,05), , then reject H,, else accept #,
H : M > M,
2) Hy : M = M, .
If n, < B(n,05),_, , then reject H,, else accept H,
H : M < M
3) Hy : M = M, If n, < B(n,05), ., OF n, > B(n,05),, , then
H : M = M, reject H,, else accept H,

If the observed value is the same as 147?

If any of the observations has the same value as 24, they are not used
in the sign test. In other words, reduce n.

As studied in Chapter 5, the binomial distribution B(n,0.5) can be approximated
by the normal distribution N(0.5n, 0.5°n) if n is sufficiently large. Therefore, if
the sample size is large, the test statistic n, = 'the number of plus sign data’
can be tested using the normal distribution N(0.5n, 0.5%n). Table 10.1.2

summarizes the decision rule for each hypothesis of the sign test in the case of
large samples.

Table 10.1.2 Decision rule of the sign test (large sample case)

) Decision Rule
Type of Hypothesis Test Statistic: n, = 'number of plus sign data’
D s M= M — 05 then reject 7, el t o
— > 2z, , lNen rejec , else acce
H M > M, V0250 ject Pt fo
2) H : M = M, i n, — 0.5n th iect 77 el t o
— < —z,, Nen rejec , €lse accep
}11 M < ﬂfo /0‘25”/ v J 0 0
) M= My~ 05 then reject 7, el t n
—F| > z,, , N€N rejec , else accep
H M = M, V0.25n /2 1eCt 5 0
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10.1.2 Wilcoxon Signed Rank Sum Test

The sign test described in the previous section converted sample data to either +
or - symbols by examining whether the data were larger or smaller than the
medium A4,. In this case, most of the information that the original sample data
have is lost. In order to apply the Wilcoxon signed rank test, we subtract A4
first from the sample data and take the absolute value of this data. Assign ranks
on these absolute values and calculate the sum of the larger ranks than A4 and
the sum of the smaller ranks than 4. If two rank sums are similar, we conclude
that the population median is equal to A4. This signed rank sum test is the most
widely used nonparametric method for testing the central location parameter of a
population. This test takes into account not only whether the sample data are
larger or smaller than A4, but also the relative size of the sample data from A4,

Example 10.1.2

Using the cookie weight data of [Example 10.1.1], apply the signed rank test to see
whether the weight of the cookie bag is 200g or not with the significance level of 5%

Check the result of the signed rank test using TeStatU; .

203 204 197 195 201 205 198 199 194 207
[] = eBook = EX100101_CookieWeight.csv

Example 10.1.2
Answer

*

*

*

*

The hypothesis for this problem is to test whether the population median(2Z) is
200g or not.

Hy: M = 200 H: M = 200

The signed rank sum test examines not only checking the sample data are greater
than M4, = 200g (+ sign) or not (- sign), but also checking the rank of values of
|data — 200|. If there are tied values, assign the average rank to each of tied
values. For example, since there are two tied values of ‘1’ which is the smallest
among |data — 200|, the corresponding ranks of 1 and 2 are averaged which is
1.5 and assign the averaged rank to each of value ‘1.

Sample data 203 | 204 | 197 | 195| 201 | 205| 198 | 199 | 194 | 207
Sign data i i - - + + - - - o
|data — 200| 3| 4 3 5 1 5| 2 1 6 | 7
Rank of |data — 200| 45| 6 | 45| 75| 15| 75| 3 151 9 10

Rank sum of ‘+’ sign

45 +6 +  15+75 + 10 =295
(&)

The sum of all ranks is 1+2+--+10=10(10+1)/2=55. If the rank sum of +
sign data (R,) and the rank sum of — sign data (/£_) are similar (approximately
27.5 or so), the null hypothesis A/ = 200g would be true. In this example, R, =
29.5 and R = 25.5. Since R, is greater than R_, the weight data which are
greater than 200g appears to be dominant. What kind of large difference is
statistically significant?

To investigate how large a value is statistically significant when the null hypothesis
is true, the sampling distribution of random variable R, = 'rank sum of + sign
data' (or £ = 'rank sum of — sign data') should be known. If H is true, the
number of cases for /2, is shown in Table 10.1.3. It is not easy to examine all of

these possible rankings to create a distribution table. FeStatU; shows the
distribution of Wilcoxon signed rank sum as shown in <Figure 10.1.7> and its table
as in Table 10.1.4.
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Example 10.1.2 Table 10.1.3 All possible cases of R, = 'rank sum of + sign data’
A.nswer Number of data All possible combination of | All possible rank sum
(continued) with + sign ranks of R,
0 0 0
1 {1}, {2}, --- , {10} 1,2, .-, 10
{1,2}, {1,3}, --- , {1,710}, 3,4, --- , 11,
2 {213}1 o, {2!10}1 51 R} 12,
{9,10} 19
10 (1,2, - 10} 55

Wilcoxon Signed Rank Sum Distribugion

n=1d

e

T T Y o
e Y vl i

13

when n =10

<Figure 10.1.7> Distribution of Wilcoxon signed rank sum

Table 10.1.4 Distribution of Wilcoxon signed rank sum when n =10

Wilcoxon _Sigljed_ n=10
Rank Sum Distribution
X P(X = x) P(X < x) P(X = x)
0 0.0010 0.0010 1.0000
1 0.0010 0.0020 0.9990
2 0.0010 0.0029 0.9980
3 0.0020 0.0049 0.9971
4 0.0020 0.0068 0.9951
5 0.0029 0.0098 0.9932
6 0.0039 0.0137 0.9902
7 0.0049 0.0186 0.9863
8 0.0059 0.0244 0.9814
9 0.0078 0.0322 0.9756
47 0.0059 0.9814 0.0244
48 0.0049 0.9863 0.0186
49 0.0039 0.9902 0.0137
50 0.0029 0.9932 0.0098
51 0.0020 0.9951 0.0068
52 0.0020 0.9971 0.0049
53 0.0010 0.9980 0.0029
54 0.0010 0.9990 0.0020
55 0.0010 1.0000 0.0010
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Example 10.1.2 | ¢ Since it is a two-sided test with the 5% significance level, if you find a 2.5%

Answer percentile at both ends, P(X < 8) = 0.0244, P(X > 47) = 0.0244. In case of a

(continued) discrete distribution, we can not find the exact 2.5 percentile from both ends.
Therefore, the decision rule can be written as follows:

f R, < 85 o0or R, > 46.5, then reject H’

Since R, = 29.5 in this problem, we can not reject H,.

¢ After entering the data in TeStatU; as in <Figure 10.1.8>, pressing the [Execute]
button will calculate the sample statistics and show the test result as in <Figure
10.1.9>. The critical lines are the value for containing 5% significance level from
both sides (the probability of each end is 2.5%). For a discrete distribution, the
choice of the final reject region should be determined by the analyst.

Signed Rank Sum Test

[Hypothesis] H,. M=M; 200

® Hp: M+ Mg Hi: M>M Hj: M< My
[Test Type] Signed Rank Sum Test

Significance Level a= ® 5% 1%
[Sample Data]

Samp!e 203 204 197 195 201 205 198 199 194 207
[Sample Statistics]

Sample Size #n. = 5 n. = 5
Rank Sum R = 255 R = 29

Execute | Ifn <20 Wilcoxon Rank Sum Test, n > 20 Nomal Approximation Test

<Figure 10.1.8> FfeStatU; Signed rank sum test

tn

Whlcoxon Signed Rank Sum Test
Hi M« Mo, Hhi M 2 Mo
[Testiiat] R4} ~ Wicoxson Sign {n = 1G; Distdbution

PEX 5 B4)) = O5FTE P(X 2 Re)) = 04222

<Figure 10.1.9> Signed rank sum test in feStatU,

¢ The signed rank sum test may be done using TeStat; . If you enter the data as
shown in <Figure 10.1.10>, select 'Weight' as the analysis variable in the variable
selection box and click the icon of testing the population mean. Then a dot

graph with the 95% confidence interval for the population mean will appear as
<Figure 10.1.11>.
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Example 10.1.2

Answer File EX100101_CookieWeight csv Weight Tonfidencs Interval Graph
(continued) AnabysisVar by Group ;
[ Weight ~ | o
Selected data: Raw Data
Se\ected\farl\ﬂ
Weight V2 V3 VA
203
b 204 . sams
5 201
7 :au
8 199 ® @ [ 33K ) 2 = 0 9 L]
9 194 T T
10 207 Weighe
<Figure 10.1.10> Data input <Figure 10.1.11> Dot graph and
for cookie weight confidence interval of cookie weight

¢ Enter a value of 200 from the options below the graph and click the [Wilcoxon
Signed Rank Sum Test] button to display the same test result graph and result
table as in <Figure 10.1.12>.

Wilcoxon Signed Rank ARl Weisht
Sum Test =
s Total Test -Group +Group
Statistics 5 . - . 5 L 2 £
Observation Observation Observation Observation
10 10 5 5
Missing Observations 0
Hypothesis
Hpi M = Mg g [Teststat] Rank Sum R+ P = R+ P{X = R+)
Hy:M 2 Mg 20000 || *Group Rank 2050 05771 04229
Sumif+)

<Figure 10.1.12> Result of the Wilicoxon Signed Rank Sum Test

If we denote the population median as A4, the signed rank sum test is to test
whether the population median is A4 or greater than (or less than or not equal
to) M,. However, if the population distribution is symmetric about the mean, the
signed rank sum test becomes to test about the population mean because the

population median and mean are the same. The basic statistical model is as
follows:

X, =M, + ¢, i=12,-n
where ¢,’s are independent, symmetric about the mean 0 and follow the same distribution.

If z,, 2y ..., x, are sample data, ranks of |x;— M| are calculated first and the
sum of ranks for the data which are greater than A4 (+ sign data of =z, —14),
denoted as R, is calculated. R, is the test statistic for the signed rank sum test
and the sampling distribution of R, denoted as w.(n), is calculated for testing
hypothesis by considering all possible cases. "eStatU; provides w. (n) until n=22.
w, (n), denotes right tail 100x« percentile of the w,(n) distribution, but it is
not easy to find the exact percentile because w,(n) is a discrete distribution and
is usually used to approximate the two adjacent values. Table 10.1.5 summarizes
the decision rule for the Wilcoxon signed rank sum test for each type of
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hypothesis.

Table 10.1.5 Decision rule of Wilcoxon signed rank sum test

Type of Hypothesis

Decision Rule
Test Statistic £, = Rank sum of + sign data of |z, — 4|

1) H : M= M,
H : M > M,
2) Hy - M = M
H : M < M,
3) H : M= M,

H : M # M,

If R, > w,(n), , then reject H,, else accept H,

If R, < w,(n),_, , then reject H,, else accept H,

If R, < w,(n), .5 or R, > w,(n),, , then reject
H,, else accept H,

s If the observed value is the same as 147?

If any of the observed values has the same value as 4, they are not
used in the test. In other words, reduce n.

[Practice 10.1.2] A psychologist has selected 9 handicap workers randomly from production workers
employed at various factories in a large industrial complex and their work competency
scores are examined as follows. The psychologist wants to test whether the population
median score is 45. Assume the population distribution is symmetrical about the mean.

32, 52, 21, 39, 23, 55, 36, 27, 37
[] = eBook => PR100101_CompetencyScore.csv

1) Check whether a parametric test is possible.
2) Apply the Wilcoxon signed rank test with the significance level of 5%.
3) Compare this test result with the sign test of [Practice 10.1.1].

If the sample size is large enough, the test statistic R, is approximated to a

normal distribution with the following mean FE(R.) and variance V(R_) when
the null hypothesis is true.

E(R+) _ n(nAj-l)
V(R+) _ 7L(n—0-12)i2n+1)

type of hypothesis.

Table 10.1.6 summarizes the decision rule of the signed rank sum test for each
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Table 10.1.6 Decision rule of Wilcoxon signed rank sum test (large sample case)

Decision Rule
Test Statistic: /2, = Rank sum of + sign data of |x; — M|

Type of Hypothesis
1) Hy : M= M
H - M > M,
2) Hy : M = M,
H M < M,
3) H : M = M,
H M = M,

R. — E(R,) ,
> z,, then reject H,, else accept H,

V(R,)

B, — BR) < then reject H,, else accept H,
72:047 ’

V(R+) 0 0

R, — E(R, _
>z, then reject H, else accept H,
V(R,)

e The distribution of w, (n) is independent of the population distribution. In other
words, the Wilcoxon signed rank sum test is a distribution free test. For example,
if n=3, the distribution of w,(3) can be obtained as follows:

Rank
Possible value of R,

1 2 3

- - - 0
+ - - 1
- + - 2
- - + 3
+ + - 3
+ - + 4
- + + 5
+ + + 6

* Therefore, the distribution of w,(3) can be calculated as follows which is
independent of the population distribution.

R, =x ‘ 0

1 2 3 4 5 6

1
8

1 1 2 1 1 1
8 8 8 8 8 8

* If there is a tie on the value of |z, —24 |, the average rank is calculated when
the ranking is obtained. In this case, the variance of R, in case of large sample
is calculated using the following modified formula.

1

MR,)==[n(n+1)(

24

2n+1)—%_‘:tj(tj—1)(tj+1)]

Here g = (number of groups of tie)
t; = (size of 4™ tie group, ie., number of observations in the tie group)
if there is no tie, size of ;" tie group is 1 and t=1
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10.2 Nonparametric Test for Location Parameters of Two
Populations

The testing hypothesis for the two population means in Chapter 8 used the
t-distribution in case of a small sample, if each population could be assumed to
be a normal distribution. However, the assumption that the population follows a
normal distribution may not be appropriate for real world data, or that there may
not be enough sample data to assume a normal distribution. Alternatively, if
collected data is ordinal such as ranking, then the parametric t-test is not
appropriate. In such cases, a nonparametric method is used to test parameters by
converting data to ranks without assuming the distribution of the population. This
section introduces the Wilcoxon rank sum test.

Nonparametric tests convert data into ranks, so there may be some loss of
information about the data. Therefore, if data are normally distributed, there is no
reason to apply a nonparametric test. However, a nonparametric method would
be a more appropriate method if the data do not follow a normal distribution.

As in Chapter 8, this section introduces nonparametric tests for testing location
parameters of two populations for the samples drawn independently from each
population and for the samples drawn as paired.

10.2.1 Independent Samples: Wilcoxon Rank Sum Test

Let's take a look at the Wilcoxon rank sum test with the following example.

Example 10.2.1

A professor teaches Statistics courses to students in the Department of Economics and
the Department of Management. In order to compare exam scores of students in the
two departments, seven students were randomly sampled from the Economics
Department and six students from the Management Department and their scores were
as follows:

Department of Economics 87 75 65 95 90 81 93
Department of Management 57 85 90 83 87 71
[-] = eBook = EX100201_ScoreByDepartment.csv

1) Draw a histogram of the data to verify that the testing hypothesis can be
performed using a parametric method.

2) Apply the Wilcoxon rank sum test with the significance level of 5%.

3) Check the result of the Wilcoxon rank sum test using TeStaty .

Example 10.2.1
Answer

1) The hypothesis of this problem to test two population means p; and p, are as
follows:

Hy:opy =py,  Hytopy #

Since the sample sizes, n, = 7 and n, = 6, are small from each population, it is

necessary to assume that the populations are normally distributed in order to apply
the parametric t-test. In order to check whether each sample data follows a normal
distribution, let us draw a histogram using feStat; . Enter data in TeStat; as
shown in <Figure 10.2.1>.
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Example 10.2.1
Answer
(continued)

File

EX100201_ScoreByDept.csv

Analysis Var by Group
|2 Score v | ‘1 Dept
Sefected data: Raw Data of Palred Var
SelectedVar| V2 by V1
Depf Score V3 V4

Wi

~ o owm s

o
(SRR RN S
w0
=1

W =

o
|

<F|gure 10.2.1> Data
input at TeStat;

+ Click icon for testing two population means in the main menu. Select ‘Score’ as

'Analysis Var' and ‘Dept’ as ‘By Group’ variable. Then, two dot graphs together with
95% confidence intervals for each population mean will appear as in <Figure
10.2.2>. Average score of students in the Economics Department appears to be
higher than the average score of students in the Management Department, but it
should be tested for statistical significance. Pressing the [Histogram] button in the
options window below the graph will reveal the histogram and normal distribution
curves for each department as in<Figure 10.2.3>.

Probability Hi and Normal Distri

{Group Dept) Store Confidence Interval Graph

| 1
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|
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<Figure 10.2.2> Dot graph and
confidence interval by department

<Figure 10.2.3> Histogram by
department

2) Looking at the histogram, the small number of data is not sufficient to assume that

the population follows a normal distribution. In such case, applying the parametric
t-test may lead to error. In case of a nonparametric test, we test the location
parameter of the population such as median which is not so sensitive to extreme
values. The hypothesis for this problem is to test whether the median values 17

and A4, of the two populations are equal or not as follows:

Hy: M, =M, H : M, = M,

The Wilcoxon rank sum test calculates ranks of each data by combining two
samples first and then calculate the sum of ranks in each sample. If there is a tie,
then the averaged rank shall be used. To obtain the ranks of the combined sample,
it is convenient to arrange each sample data in ascending order as shown in Table
10.2.1. The sum of ranks 72, and R, in each sample will be used as the test

statistic for the Wilcoxon rank sum test.
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Example 10.2.1
Answer
(continued)

The sum of all ranks is 1+2+--+13=13(134+1)/2=91. The sum of ranks in
sample 1 is £, = 55 and the sum of ranks in sample 2 is £, = 36. Note that R,
+ R, = 91. If R, and R, are similar, the null hypothesis that two population
medians are the same is accepted. In this example 7, is larger than £, and it

seems the median of the population 1 is larger than the median of the population
2. But how much difference in the rank sum would be statistically significant if you
consider the sample sizes?

To investigate how large a difference in the rank sum is statistically significant when
the null hypothesis is true, the sampling distribution of the random variable R, =

'‘Rank sum of sample 2' (or &, = 'Rank sum of sample 1') should be known. If A
is true, the number of cases for R, is |3/ = 1716 as shown in Table 10.2.2. It
is not easy to examine all of these possible rankings to find the distribution table.

<Figure 10.2.4>.

Table 10.2.1 A table to calculate ranks in a combined sample

Sorted Data Sorted Data Ranks Ranks
of Sample 1 of Sample 2 of Sample 1 of Sample 2
57 1
65 2
71 3
75 4
81 5)
83 6
85 7
87 87 8.5 8.5
90 90 10.5 10.5
93 12
95 13
Sum of ranks R, =55 R, = 36

FeStatU provides the Wilcoxon rank sum distribution and its table as shown in

Table 10.2.2 All possible ranks for six data in sample 2 if n = 13

All possible permutation of ranks Sum of ranks, £,
{1,2,3,4,5,6} 21
{1,2,3,4,5,7} 22
{8,9,10,11,12,13} 63

Wilcoxon Renk Sum Test Table

meTme6

B g0 an B9 om0 eg am s
ROE R & =
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<Figure 10.2.4> Wilcoxon rank sum distribution when n,=7, n,=6
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Example 10.2.1
Answer
(continued)

*

Table 10.2.3 Wilcoxon rank sum distribution when n,=7, n,=6

Wilcoxon rank sum ST -
distribution i 2

X P(X = x) P(X < x) P(X > x)
21 0.0006 0.0006 1
22 0.0006 0.0012 0.9994
23 0.0012 0.0023 0.9988
24 0.0017 0.0041 0.9977
25 0.0029 0.007 0.9959
26 0.0041 0.0111 0.993
27 0.0064 0.0175 0.9889
28 0.0082 0.0256 0.9825
29 0.0111 0.0367 0.9744
55 0.0111 0.9744 0.0367
56 0.0082 0.9825 0.0256
57 0.0064 0.9889 0.0175
58 0.0041 0.993 0.0111
59 0.0029 0.9959 0.007
60 0.0017 0.9977 0.0041
61 0.0012 0.9988 0.0023
62 0.0006 0.9994 0.0012
63 0.0006 1 0.0006

Since the hypothesis requires a two sided test with the significance level of 5%, so
if you find a 2.5 percentile at both ends, P(X < 28) = 0.0256, P(X > 56) =
0.0256. Since it is a discrete distribution, there is no exact value of the 2.5
percentile. Therefore, the decision rule can be set as follows:

if R, < 275 or R, > 56.5, then reject H’

In this problem [, = 36, and therefore, we cannot reject /| which means the
difference between R, and R, is not statistically significant.

3) In TeStatU; , enter the data as <Figure 10.2.5> and click the [Execute] button. It

will calculate the sample statistics and show the test result graph as <Figure
10.2.6>. The two critical lines which correspond to 2.5% from the end are shown
here. For a discrete distribution such as this, the choice of the final rejection region
should be determined by the analyst.

Wilcoxon Rank Sum Test : Location Parameter My, M

[Hypothesis] H,:M;=M;
® Hi:Mp=M; Hi: M;j> M, Hp: M;<M;
[Test Type] Rank Sum Test
Significance Level a= ® 5% 1%
[Sample Data] Ifn=nj;+n; < 25 Wilcoxon Rank Sum Test. n> 25 Normal Approximation Tesi
Sample 167 756595 90 8193 I
Sample 2 57 8590 83 87 71
[Sample Statistics]
Sample Size n; = 7 ny = &
Rank Sum Ry = 55 R 36

| Execute

<Figure 10.2.5> Data input for the Wilcoxon rank sum test
at feStatU;
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Example 10.2.1
Answer
(continued)

Wilcosnn Rank Sism Test
Har M o= Mz, Hr M £ Mz
Test3tat} Rx ~ Wilcowson (m = 7. ne = & Distdbution
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<Figure 10.2.6> Wilcoxon rank sum test using FeStatU,

¢ The rank sum test can be performed using feStat; . After you saw <Figure 10.2.2>,
click the [Wilcoxon Rank Sum Test] button in the options window below the graph.
Then a test result graph as shown in <Figure 10.2.6> will appear in the Graph Area
and a test result table as in <Figure 10.2.7> will appear in the Log Area.

Wilcoxon Rank Sum 5 &
Analysis Var Score
Test
Statistics Chbservation Mean Std Dev Rank Sum
1 {Group 1) 7 23714 10,781 55.00
2 {Group 2) & 78833 12.529 36.00
Total 13 21462 11.399 9100
Missing Observations 0
Hypothesis
Group. 2 Rank
Hg:My-Mz=D D [Teststat] Sjrn % P < Ry) PR = Ra)
. Group 2 Rank . - -
HyiM;-Mz 2D 0.00 SumiRa) 36.00 02226 08170

<Figure 10.2.7> Result table of Wilcoxon rank sum test

Let's generalize the Wilcoxon rank sum test described in [Example 10.2.1]. Denote
random samples selected independently from each of the two populations as
follows. The sample sizes are n, and n, respectively, and n = n, +n,.

Sample 1 X, Xy, o
Sample 2 YL Yév )

n.

X,
Y
2
>

For convenience, assume n,; ny. If m; < mn,, you can swap between X and Y.
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e The statistical model of the Wilcoxon rank sum test is as follows:

X, =M +e, i=12,n

]

Yj M+ A+ €5 J=1,2,.my, * You may write AL, =M, +A

Here A is the difference between location parameters. ¢,’s are independent and
follow the same continuous distribution which is symmetric around 0.

* The test statistic for the Wilcoxon rank sum test is the sum of ranks, R, for
Y, Y, -, Y, based on the combined sample of X, X, -, X ,¥, Y, -, Y, . The

ny’ Ny

distribution of the random variable R, = ‘Sum of the ranks for Y sample’ can be
obtained by investigating all possible cases of ranks for Y which is ,2 and is

denoted as wQ(nl,nQ). FeStatU; provides the Wilcoxon rank sum distribution
wy(nn,) and its table up to n=25. w,(n,,n,), denotes the right tail 100X«
percentile, but it might not be able to find the accurate percentile, because
wy(ny,m,) is a discrete distribution. In this case, middle value of two percentiles
near w,(n,n,), is often used as an approximation. Table 10.2.4 summarizes the
decision rule for each type of hypothesis.

Table 10.2.4 Wilcoxon rank sum test

Decision Rule

Type of Hypothesis Test Statistic: /2, = ‘Sum of ranks assigned samples of }”
) H o M o= M, |
If R, > wy(n,n,),, then reject H,, else accept #,
H : M > M,
2) Hy : M, = M, .
If B, < wy(n,n,),_,, then reject H,, else accept #,
H : M < M,

3) Hy : My = My |If R, < wy(nyny)y oy OF Ry > wy(nyny),,, then

H : M, = M, |reject H,, else accept A,
= If there is a tie in the combined sample, assign the average rank.

. A company wants to compare two methods of obtaining information about a new
[Practice 10.2.1] L
product. Among company employees, 17 employees were randomly selected and divided
into two groups. The first group learned about the new product by the method A, and
the second group learned by the method B. At the end of the experiment, the
employees took a test to measure their knowledge of the new product and their test
scores are as follows:

Method A: 50 59 60 71 80 78 72 77 73
Method B: 52 54 58 78 65 61 60 72
[] = eBook => PR100201_ScoreByMethod.csv

1) Can we apply a parametric test to conclude that population means of the two
groups are different?

2) Apply a nonparmetric test to conclude that the median values of the two groups
are different. Test with the significance level of 0.05.
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When the null hypothesis is true, if the sample is large enough, the test statistic
is approximated to the normal distribution with the following mean E(R,) and
variance V(R,):

n,(n, +n,+1)
E(R,) = %

nn, (n, +n, +1)
V(RQ) — 172 112 2

Table 10.2.5 summarizes the decision rule for each hypothesis type of the
Wilcoxon rank sum test if the sample is large enough.

Table 10.2.5 Wilcoxon rank sum test (large sample case)

Decision Rule
Type of Hypothesis | Test Statistic: /2, = ‘Sum of ranks assigned samples of Y’
1) Hy : M, = M, If11227(}?2) h oot 77 el -
> z,, then reject H,, else accep
H : M, > M, V VR, ! !
2) Hy: My = My | R, — F(Ry) .
If < -z, then reject H,, else accept H,
H : M, < M, V(R,)
3) Hy: M, = My | | B, — E(Ry) .
If >z, then reject H,, else accept H,
H : M, # M, V(R,)

The distribution of rank sum statistic, w,(n;;n,), is not dependent on the
population distribution. That is, the rank sum test is a distribution free test. For
example, if n, = 3 and n, = 2, the distribution w,(3,2) can be found as follows.
All possible cases of ranks for R, is ;P, =10.

All possible ranks for combined sample
AXP] X2 AX'S Y] )/2 Value of R2
3 4 5 1 2 3
2 4 5 1 3 4
2 3 5 1 4 5
2 3 4 1 5 6
1 4 5 2 3 5
1 3 5 2 4 6
1 3 4 2 5 7
1 2 5 3 4 7
1 2 4 3 5 8
1 2 3 4 5 9
Therefore, the distribution w,(3,2) is given regardless of the population
distribution as follows:
Ry=zx ‘ 3 4 5 6 7 8 9
PR—r) | L L 2 2 2 1 1
10 10 10 10 10 10 10
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If there is a tie in the combined sample, the average rank is assigned to each
data. In this case, the variance of R, should be modified in case of large sample
as follows:

g
| jZItj(tj—l)(tj—l—l)
12 T (”1 + n2)(n1 +ny— 1)

V(HQ) =

Here g = (number of tied groups)
t; = (size of 4™ tie group, i.e., number of observations in the tie group)
if there is no tie, size of ;™ tie group is 1 and t=1

10.2.2 Paired Samples: Wilcoxon Signed Rank Sum Test

Section 8.1.2 discussed the testing hypothesis for two population means using
paired samples. Paired samples are used when it is difficult to extract samples
independently from two populations, or if independently extracted, the
characteristics of each sample object are so different that the resulting analysis is
meaningless. If two populations are normally distributed, the t-test was applied for
the difference data of the paired samples as described in Section 8.1.2. However,
if the normality assumption of two populations can not be satisfied, the Wilcoxon
signed rank sum test in Section 10.1.2, which is a nonparametric test, can be
applied to the difference data of the paired samples.

In case of the paired samples, first calculate the differences (d, =z, — ;) for
each paired sample as shown in Table 10.2.6. For the data of differences, we
examine the normality to check whether the parametric test can be applicable or
not. If it is not applicable, we apply the Wilcoxon signed rank sum test on the
differences.

Table 10.2.6 Data of differences for paired samples

Sample of Sample of .
. . ) Difference

Pair population 1 population 2

d; = xy — X

number Ty T g :

1 1 T12 dy =y — Ty

2 Loy Lao dy = Tgy — Tny

n Ln1 ) dn =T T Ty

Let's take a look at the next example.

Example 10.2.2

The following is the survey result of eight samples from young couples. The husband’s
age and wife’s age of each couple are recorded.

(28, 28) (30, 29) (34, 31) (29, 32) (28, 29) (31, 33) (39, 35) (34, 29)
[-] © eBook = EX100202_AgeOfCouple.csv

1) Calculate data of differences in each pair and draw their histogram to check
whether a parametric test is applicable or not.

2) Apply the Wilcoxon signed rank sum test to see whether the husband’s age is
greater than the wife’s age with the significance level of 0.05.

3) Check the result of the above signed rank sum test using TeStaty .
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Example 10.2.2 | 1) The data of age differences between husband and wife are as follows:
Answer

Table 10.2.7 Data of age differences between husband and wife

Husband Wife Difference
Number a8y Y; d; =z, —y;
1 28 28 0
2 30 29 1
3 34 31 3
4 29 32 -3
5 28 29 -1
6 31 33 -2
7 39 35 4
8 34 29 5

¢ The histogram for the data of differences by using TeStat; (the testing
hypothesis for a population mean) is as in <Figure 10.2.8>. If you look at the
histogram, it is not sufficient evidence that the data of differences follow a normal
distribution, because the number of data is small. In such a case, applying the
parametric hypothesis test may lead to errors. An appropriate nonparametric
method for this problem is the Wilcoxon signed rank sum test on the data of
differences.

Probabliity Mistogram and Mormal Distribution

iuannig oy
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<Figure 10.2.8> Histogram of age difference

2) The hypothesis to test is that the population median of the husband’s age (%)) is
the same as the population median of the wife’s age (/4,) or not as follows:

Hy: My =M, Hy o My = M,

Since it is a paired sample, the hypothesis can be written whether the population
median of differences (A4;) is equal to 0 or not as follows:

Hy: M, =0 H :M,=0

¢ In order to apply the signed rank sum test on the data of differences, we count
the number of differences which is greater than 0 (denote as + sign) or not
(denote as — sign) and assign ranks on |difference — 0|. Then calculate the sum of
ranks with + sign and the sum of ranks with — sign. If the difference data is O,
omit the data. If there are ties on the difference data, assign the average rank.
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Example 10.2.2
Answer
(continued)

*

*

Difference data 1 3| 3| 1| 2| 4 5
Sign data + + - - - + +
|data — O] 101 3| 3 1] 2] 4] 5
Rank of |data — 0| 15| 45| 45| 15| 3| 6 | 7
Rank sum of ‘+’ sign (R,= 19) 15 + 45 + 6 +7

In TeStatU; , the distribution of the Wilcoxon signed rank sum when n=7 is
shown in <Figure 10.2.9> and Table 10.2.8.

Table 10.2.8 Wilcoxon signed rank sum distribution when n="7

Wilcoxon $igped. n=7
Rank Sum Distribution
X P(X = x) P(X < x) P(X > x)
0 0.0078 0.0078 1.0000
1 0.0078 0.0156 0.9922
2 0.0078 0.0234 0.9844
3 0.0156 0.0391 0.9766
25 0.0156 0.9766 0.0391
26 0.0078 0.9844 0.0234
27 0.0078 0.9922 0.0156
28 0.0078 1.0000 0.0078

Since it is a two-sided test with the significance level of 5%, if a 2.5 percentile is
found at both ends, P(X < 2) = 0.0234, P(X > 26) = 0.0234. Since it is a discrete
distribution, there is no exact value of the 2.5 percentile. Therefore, the decision
rule is as follows:

If R, < 2.5 or R, > 25.5, reject H,

Since /2, = 19 in this problem, we can not reject the null hypothesis /, and
conclude that the husband’s age and the wife’s age are the same.

3) Enter the data as shown in <Figure 10.2.9> in TeStat; and click the icon which

is the test for a population mean. If you select the variable ‘Difference’ as the
analysis variable, a dot graph with the 95% confidence interval for the population
mean difference will appear. If you enter O for testing value in the hypothesis
option and click the [Execute] button, you will see the test result as in <Figure
10.2.10> and <Figure 10.2.11>. Two critical lines for values containing 2.5 percentile
from both sides are shown here. For a discrete distribution, the choice of the final
decision rule should be determined by the analyst.

File | EX100202_AgeOfCouple.csv
Analysis Var by Group
1: Difference v |
Selectad date: Raw Data ) Mo Group Varishl

Sels(ted\/ar| V1

Differenc V2 V3 v4
0

= T, A SRV R Y

1
3
3
1

-2
4

oo

<Figure 10.2.9> Data
difference
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Example 10.2.2
Answer
(continued)

Wilvowon Signed Rank Sum Test
Har M = Mo, He M # Ma
[Fast@tat R+) ~ Wiicoxson Sigh 4 = 73 Distribution

o TRy iy ey

Re =19
POX s Rt o BOEES PON D Red = QM

<Figure 10.2.10> FeStat; Signed rank sum test

Walcoxon Signad Hank Analysis Var Difference
Sum Test
ctatistice _Tota:. _Test ) -_Group +_Grc>up
Cibservation Observation Cioservation Cioservation
8 7 3 4
Missing Cbsarvations 0

Hypothesis

Ho: M = Mg Hg [TestStat] Rank Sum R+ PX-2 R+) PX = R+)

Hi M = Mg oo 'i‘f#f’j‘fﬂ‘( 13.00 08125 0.2344

<Figure 10.2.11> Result of Wilcoxon signed rank sum test

The Wilcoxon signed rank test for the paired samples is to test whether the
population median of the differences between two populations, A/, is zero or
not. If we denote the paired samples as (z,y,), (zg1y), -, (z,.9,), the
Wilcoxon signed rank sum test calculates the difference d, =z, — y; first and
assign ranks on |d;|. The sum of ranks of [d;| which has + sign, R, is used as
the test statistic. TeStatU; provides the distribution of R., denoted as w,(n), up
to n=22. w,(n), refers to the right tail 100<«a percentile of this distribution
which may not have an accurate percentile value, because it is a discrete
distribution. In this case the average of two values near w,(n), is used
approximately. Table 10.2.9 summarizes the decision rule of the Wilcoxon signed
rank sum test for paired samples by the type of hypothesis.
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Table 10.2.9 Wilcoxon signed rank sum test for paired samples

Decision Rule
Type of Hypothesis Test Statistic: /2, = ‘sum of ranks on |d;| with + sign’
1) Hy © My = 0 .
If . > w,(n),, then reject H,, else accept H,
H : M, >0
2) Hy : My = 0 .
If R, < w,(n),_,, then reject #, else accept H,
H : M; <0
3) Hy : My = 0 |If R, < w,(n),_,, OF R, > w,(n),, , then reject H,
H : M, # 0 else accept H,

If there is 0 on the differences of paired samples?

If there is 0 on the differences of paired samples, the data is omitted
for further analysis. That is, n is decreased.

[Practice 10.2.2]

An oil company has developed a gasoline additive that will improve the fuel mileage of
gasoline. We used 8 pairs of cars to compare the fuel mileage to see if it is actually
improved. Each pair of cars has the same details as its structure, model, engine size,
and other relationship characteristics. When driving the test course using gasoline, one
of the pair selected randomly and added additives, the other of the pair was driving
the same course using gasoline without additives. The following table shows the km
per liter for each of pairs.

air Additive No Additive Difference
P (X1) (X2)
1 171 16.3 0.8
2 12.7 11.6 1.1
3 11.6 11.2 0.4
4 15.8 14.9 0.9
5 14.0 12.8 1.2
6 17.8 17.1 0.7
7 14.7 13.4 1.3
8 16.3 15.4 0.9

[ = eBook => PR100202_DifferenceOfMileage.csv

Apply a nonparametric test to check whether the additive increase fuel mileage. Use
the significance level of 0.05.

. If
ap

the sample size of the paired sample is large, use the normal distribution
proximation formula shown in Table 10.1.6.

10.3 Nonparametric Test for Location Parameters of Several
Populations

* The testing hypothesis for several population means in Chapter 9 was possible if
each population could be assumed to be a normal distribution and has the same
population variance. However, the assumption that the population follows a
normal distribution may not be true for real-world data, or that there may not
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be enough data to assume a normal distribution. Alternatively, if data are ordinal
such as ranks, then the parametric test is not appropriate. In this case, a
nonparametric test is used by converting data into ranks without making
assumptions about the population distribution. This section introduces the
Kruskal-Wallis test corresponding to the completely randomized design of
experiments and the Friedman test corresponding to the randomized block design
of experiments in Chapter 9.

Since nonparametric tests are done by using the converted data such as ranks,
there may be some loss of information about the data. Therefore, if data are
normally distributed, there is no reason to apply a nonparametric test. However, a
nonparametric test would be a more appropriate method if data were selected
from a population that did not follow a normal distribution.

10.3.1 Completely Randomized Design: Kruskal-Wallis Test

The Kruskal~-Wallis test extends the Wilcoxon rank sum test for two populations.
Consider the following example.

Example 10.3.1

The result of a survey of the job satisfaction by sampling employees of three
companies are as follows. From this data, can you say that the three companies have
different job satisfaction? (unit: points out of 100 scores)

Company A 69 67 65 59
Company B 5 63 55

Company C 7 72 70

[:] = eBook = EX100301_JobSatisfaction.csv

1) Draw a histogram of the data to see whether the comparison of the job satisfaction
for the three companies can be made using a parametric test.

2) Using the Kruskal-Wallis test, which is a nonparametric test, find whether the three
companies have the same job satisfaction or not with the significance level of 5%

3) Check the above result of the Kruskal-Wallis test using TeStaty .

Answer

1) The parametric method for testing the hypothesis that three population means are
the same is the one-way analysis of variance studied in Chapter 9 and it requires
the assumption that the populations are normal distributions. Since the sample sizes
are small, n,=4, n,=3, n4=3, in each of the population respectively we need to
examine if each sample data satisfy the normality assumption.

¢ Enter the data as shown in <Figure 10.3.1> in TeStat; .

File |EX100301_J0bSatrsfact|on sy
Analysis Var by Group
[2: Score v | [1: Company

Selected data- Rew Data Select up totwo

Sels:ted\/ar} V2 by V1,

Compamnt Score V3 V4

1A 69
2 A 67
3 A 65
4 A 59
5 |B 56
6 B 63
i|B 5

- |-

oo o

=

<Figure 10.3.1>
FeStat; data input
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Example 10.3.1
Answer
(continued)

*

*

Click the ANOVA icon . Select ‘Score’ as ‘Analysis Var’ and ‘Company’ as ‘by
Group’ variable in the variable selection box. Then a dot graph with the 95%
confidence interval of each population mean will appear as in <Figure 10.3.2>.
Company C has the highest average of satisfaction scores, followed by Company A
and Company B. However, it should be tested if these differences are statistically
significant. Clicking the [Histogram] button in the options window below the graph
will reveal the histogram and its normal distribution curve for each company, as
in<Figure 10.3.3>.

{Broup Company} Score Confidence Intervat Graph and Normal Distributi

£
sak37

ee

<Figure 10.3.2> Dot graph and the  <Figure 10.3.3> Histogram by company
confidence interval by company

Looking at the histogram, the data are not sufficient to assume that the population
follows a normal distribution, because the number of data is so small. In such a
case, applying the parametric hypothesis test such as the ANOVA F-test may lead to
errors. The hypothesis for this problem is to test whether the location parameters
M, M,, M, of the three populations are the same or not as follows:

Hy: M, =M, =M,

H, : At least one pair of location parameters is not the same.

The Kruskal-Wallis test combines all three samples into a single set of data and
calculate ranks of this data. If there is a tie, then the average rank will be
assigned. Then the sum of the ranks in each sample, R, R,, R, is calculated. The
test statistic A for the Kruscal-Wallis test is similar to the F-test by converting
sample data into ranks as follows:

12 &R

= —=),— —3(n+1
n(n+1) ]; n; (n )
To obtain ranks of the combined sample, it is convenient to arrange the data in

ascending order separately and then rank the whole data as shown in Table 10.3.1.

Table 10.3.1 A table to calculate the sum of ranks in each sample

Sample 1 Sample 2 Sample 3 Sample Sample Sample
Sorted Data Sorted Data Sorted Data 1 Rank 2 Rank 3 Rank
55 1
56 2
59 3
63 4
65 5
67 6
69 7
70 8
71 9
72 10
Sl ©f R=21| R=7 | R, =27
ranks : 2 3
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¢ The total sum of ranks is 1+2+--+10=10(10+1)/2=55. The sum of ranks for
sample 1 is £, = 21, for sample 2 is R, = 7, and for sample 3 is fZ; = 27. When

the number of data in each sample is taken into account, if R2,, R,, and 5 are

Example 10.3.1
Answer

(continued) o ) . .
similar, the null hypothesis that three population location parameters are the same

would be accepted. In this example, despite of the small sample size for sample 3,

Ry is larger thant R, or R,. Also R, is larger than R,. Based on these

differences, can you conclude that the three population location parameters are

statistically different?
¢ In the above example, the H statistic is as follows:

2 2 2
% (%+%+%) —3(104+1) = 7.318

If the null hypothesis is true, the distribution of the test statistic should be known
to investigate how large a value of A is statistically significant. If n =10, the
number of cases for ranking {1,2,3, ---, 10} is 10! = 3,628,800. It is not easy to
examine all of these possible rankings to create a distribution table of A. TeStat
Uy shows the distribution of the Kruskal-Wallis A for m;=4, n,=3, and n4;=3 as
shown in <Figure 10.3.4>, and a part of the distribution table as in Table 10.3.2. As
shown in the figure, the distribution of A is an asymmetrical distribution.

H=

Kruskal-Wallis H Distribution

=g ne =3 e =3

S
geen
0 8
()
v
105

s
B 5

<Figure 10.3.4> Kruskal Wallis H distribution when

n,;=4, ny,=3, n;=3

Table 10.3.2 Kruskal Wallis H distribution when n,=4, n,=3, n,=3

Kruskal Wallis H distribution k=3
n, =4 N, =3 ng =3
X P(X = x) PX < x) P(X = x)

0.018 0.0162 0.0162 1.0000
0.045 0.0133 0.0295 0.9838
5.727 0.0048 0.9543 0.0505
5.791 0.0095 0.9638 0.0457
5.936 0.0019 0.9657 0.0362
5.982 0.0076 0.9733 0.0343
6.018 0.0019 0.9752 0.0267
6.155 0.0019 0.9771 0.0248
6.300 0.0057 0.9829 0.0229
6.564 0.0033 0.9862 0.0171
6.664 0.0010 0.9871 0.0138
6.709 0.0029 0.9900 0.0129
6.745 0.0038 0.9938 0.0100
7.000 0.0019 0.9957 0.0062
7.318 0.0019 0.9976 0.0043
7.436 0.0010 0.9986 0.0024
8.018 0.0014 1.0000 0.0014
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Example 10.3.1
Answer | ¢ H test is a right tail test and the 5 percentile from the right corresponding to the
(continued) significance level is approximately P(X = 5.727) = 0.0505. Note that there is no
exact 5 percentile in case of a discrete distribution. Hence, the decision rule to test
the null hypothesis is as follows:

If H>5.727, then reject A’

Since H = 7.318 in this example, we reject H).

3) In TeStatU; , enter data as <Figure 10.3.5> and click the [Execute] button. Then the
sample statistics are calculated and the test result is shown as in <Figure 10.3.6>.
The critical line for values containing 5 percentile of the significance level is shown
here. For a discrete distribution, the choice of the final rejection region shall be
determined by the analyst.

Nonparametric : Kruskal-Wallis Test

[Hypothesis] H,: Mij=My=..=M;
H; : At least one pair of locations is different
[Test Type] Nonparametric : Kruskal-Wallis Test
Significance Level o= @ 5% O 1%
[Sample Data]
Sample 1 |69 67 65 50 |
Sample 2 |56 63 55 |
|
|

Sample 3717270

Sample 4 ‘

[Sample Statistics]
Hy = 4 My = 3 ny = 3 ny=
R;= 21 Ry = 7 Ry = 27 R, =
k= 3 H= 7.318

[ Execute | Ifn < 10 H Distribution Test, else y? approximation test

<Figure 10.3.5> TeStatU; Kruskal-Wallis test

Kruskal-Weliis Test
M b = M= Ms
Krsmkal-Wollks 1 Statistic

H o TEH
P g H) = OSR76 POC2 HE = G624

<Figure 10.3.6> Kruskal-Wallis test
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Example 10.3.1
Answer
(continued)

¢ TeStat; may also be used to conduct the Kruskal-Wallis /A test. Enter data as

<Figure 10.3.1> and click the ANOVA icon . Select ‘Score’ as ‘Analysis Var’ and
‘Company’ as ‘by Group’ variable in the variable selection box. Then a dot graph
with the 95% confidence interval of the population mean in each company will
appear as <Figure 10.3.2>. If you press the [Kruskal-Wallis test] button in the
options window below the graph, the same test graph and test result table will
appear as in <Figure 10.3.7>.

Kruskal-Wallis Test Analysis Var Score
Statistics Observation Mean Std Dev Rank Sum
108 4 65.000 4.320 21.00
2{B) 3 58.000 4,358 7.00
346) 3 71.000 1.000 2700
Total 1o 64700 6.237 55.00
Missing Cbservations i}
Hypothesis
Ho My =Mz =M; [TestStat] H PiX = H) PX=H
At least -:!ne Eair of locations H 7318 00978 0.0024
is different

<Figure 10.3.7> Result of the Kruskal-Wallis test

Let us generalize the Kruskal-Wallis A test described so far with an example.
Denote random samples collected independently from the % populations (at each
level of one factor) when their sample sizes are n,, n, .., as follows:
(n = ny+ny+---+n).

Ny

Table 10.3.3 Notation for random samples from each level

Level 1 Level 2 Level k
X X5 X
Xis Koo Ko
In, X2712 ka
Level 1 Mean Level 2 Mean Level k Mean Total Mean
X . X,. X,.. X..

The statistical model of the Kruskal-Wallis test is as follows:

k
i=1,2,-k; j=1,2,---,n, where Y, 7, =0.

i=1

Xy =nt7te;
Here 7, represents the effect of the level i and ¢;’s are independent and follow

the same continuous distribution.
The hypothesis of the Kruskal-Wallis test is as follows:

Hy: =Tk
H, : At least one pair of 7; is not equal.

=Ty = vt
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For the Kruskal~-Wallis test, ranking data for the combined sample must be
created. Table 10.3.4 is a notation of ranking data for each level.

Table 10.3.4 Notation of ranking data in each level

Level 1 Level 2 Level k
Ry Ry Ry,
Ry Ry, Ry
1n, 21, Rls'n, "
Sum of ranks Sum of ranks Sum of ranks
in level 1 in level 2 .
n R in level £ R, .
1. 9.
Mean of ranks Mean of ranks Mean of ranks Total mean of
in level 1 in level 2 in level k _ ranks
R,. R, . R,. R..=(n+1)/2

The sum of squares for the one-way analysis of variance studied in Chapter 9 by
using the ranking data in Table 10.3.4 are as follows:

kT
SST=33(R, —R..)*> = Yk —R..)* = nln+1)(n—1)

i=1j=1 k=1
ko .
5STr = 33N (R, —R..)’

i=1j=1

SSE = SST— SSTr

Also, the statistic for the F-test is as follows:

SSTr SSTr n—k

oo MSTr k=1 E—1 k=1
- MSE  SSE - SST-SSTr  SST

n—k n—k SSTr

Since SST is a constant, the statistic for the F-test is proportional to SS7r.
The statistic for the Kruskal-Wallis test A is proportional to SS7r as follows:

The multiplication constant in the definition of A statistics is intended

12

n(n-i—l)
to ensure that the statistic follows approximately the chi-square distribution with
k—1 degrees of freedom.
The distribution of the Kruskal-Wallis test statistic /A, denoted as h(nl,nQ,-'-,nk),
can be obtained by considering all possible cases of ranks {1, 2, ---, n} which is
n!. TeStatU; provides the table of h(n ng---n,) up to n=10. h(n.nmy-.n,),
denotes the right tail 100< « percentile, but it might not have the exact value of
this percentile, because h(nl,nZ,---,nk) is a discrete distribution. In this case, the
middle of two adjacent values of 100< «a percentile is often used. The decision
rule of the Kruskal-Wallis test is as Table 10.3.5.
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Table 10.3.5 Kruskal-Wallis test

Decision Rule
Hypothesis Test Statistic: H

H:m=1m=" " =1 If # > h(n;,ny-,n,),, then reject H,,

H, : At least one pair of 7; is not equal. |else accept #,.

=2 If there are tied values in the combined sample, assign the average
of ranks.

* The distribution of the Kruskal-Wallis A statistic is independent of a population
distribution. In other words, the Kruskal-Wallis test is a distribution-free test.

e If the null hypothesis is true and the sample size is large enough, the test
statistic A is approximated by the chi-square distribution with k—1 degrees of
freedom. Table 10.3.6 summarizes the decision rule for the Kruskal-Wallis test in
case of large samples.

Table 10.3.6 Kruskal-Wallis test in case of large samples.

Decision Rule

Hypothesis Test Statistic: A

Hy:m=mn= =1 If H > x} ... then reject H,

H, : At least one pair of 7; is not equal. |else accept H,

e |If there is a tie in the combined sample, the average rank is assigned to each
data. In this case, the statistic A shall be modified as follows:

, H
H = 7 T
J
172 3_
j=1n —n

Here g = (number of tied groups)
g

T, = thj(tjﬂ)(tjﬂ)
1=

t; = (the size of the 4™ tie group, i.e., the number of observations in the tie group)
if there is no tie, the size of the ;" tie group is 1 and t=1.

A bread maker wants to compare the three new mixing methods of ingredients. 15
breads were made by each mixing method (A, B, C) of 5 pieces, and a group of
judges who did not know the difference in material mixing ratio gave the following
points. Test the null hypothesis that there is no difference in taste according to the
mixing methods at the significance level of 0.05.

[Practice 10.3.1]

Mixing ratio: Method A: 72 8 70 87 T
Method B: 85 89 8 82 90
Method C: 94 94 88 87 89
[:] = eBook => PR100301_ScoreByMixingMethod.csv
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10.3.2 Randomized Block Design: Friedman Test

In Section 9.2, we studied the randomized block design to measure the fuel
mileage of three types of cars which reduce the impact of the block factor, i.e.,
driver. If each population follows a normal distribution, sample data are analyzed
using the F-test based on the two-way analysis of variance without the
interaction. However, the assumption that a population follows a normal
distribution may not be appropriate for real-world data, or that there may not be
enough data to assume a normal distribution. Alternatively, if the data collected
might not be continuous and are ordinal such as ranks, then the parametric test
is not appropriate. In such cases, nonparametric tests are used to test parameters
by converting data to ranks without assuming the distribution of the population.
This section introduces the Friedman test corresponding to the randomized block
design experiments in Section 9.2.2.

Let us take a look at the Friedman test using [Example 9.2.1] which was the car
fuel mileage measurement problem.

Example 10.3.2

The fuel mileage of the three types of cars (A, B and C) is measured using the
randomized block design as Table 9.2.4 and it is rearranged in Table 10.3.7.

Table 10.3.7 Fuel mileage of the three types of cars

Car A Car B Car C

1 224 16.3 20.2

Driver 2 16.1 12.6 15.2
(Block) 3 19.7 15.9 18.7
4 21.1 17.8 18.9

5 24.5 21.0 23.8

[2:] = eBook = EX090201_GasMileage.csv

1) Draw a histogram of the data to see if the fuel mileage of the three cars can be
tested by a parametric method.

2) Using the Friedman test which is a nonparametric method of the randomized block
design, test whether the fuel mileage of the three types of cars are different with
the significance level of 5%.

3) Check the result of the above Friedman test using TeStatU; .

Answer

1) Enter data in TeStat; as shown in <Figure 10.3.8>.

File | EX080201_GasMileage.csv

Analysis Var by Group
[3: Miles ~ | [1:Car

Selected datar Rawe Data
Selectedvar| V3 by V1

Car Driver Miles V4

0 e <4 @ |w | & | w

| | =

il sl

o
= | o2
HAE

ANNn D Nlo o oo o>

<Figure 10.3.8>
FeStat; Data input
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Example 10.3.2
Answer
(continued)

¢ Click icon of the analysis of variance. Select ‘Miles’ as 'Analysis Var' and ‘Car’
as ‘by Group’. Then the dot graph by car type and the 95% confidence interval for
the population mean will appear. Again, clicking the [Histogram] button in the
options window below the graph will show the histogram and normal distribution
curve for each car type as shown in <Figure 10.3.9>.

Probability Histonram and Mormal Distribugion

Ve
e T
L b e T

M PRTE St D15

“
-

e
FOVERE: R e

R )

5% T MY MM M BM OISR OE BE MR MR W B8 2 B8 Re n

Miles

<Figure 10.3.9> Histogram of fuel mileage by car

* Looking at the histogram, it is not sufficient to assume that each population follows
a normal distribution, because of the small number of data. In such case, applying
the parametric F-test may lead to errors.

The hypothesis for this problem is to test whether or not the location parameters
M,, M,, M, of the three populations are the same.

Hy: My =M, = My
H, : At least one pair of location parameters is not equal.

¢ The Friedman test calculates the sum of ranks, R, R,, %5, for each of the three

types of cars after the ranking is calculated for the fuel mileage measured for each
driver (block) (Table 10.3.8). If there is a tie, then the average of ranks is assigned.

Table 10.3.8 Ranking in each of the block

Car A Car B Car C
1 3 1 2
. 2 3 1 2

Driver

3 3 1 2
(Block) 4 3 1 2
5 3 1 2

Sum of ranks R,=15 R,=5 R,=10

The sum of ranks for Car A is R, = 15, for Car B is R, = 5, for Car C is R; =
10. The sum of ranks looks different. Are the differences statistically significant?

¢ The Friedman test statistic S can be considered as the F' statistic in the two-way
analysis of variance to these ranking data as follows:

k

- 12 g : ,
5= nk(k+1) ,;Rj 3n(k+1), k is the number of population.
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Example 10.3.2
Answer
(continued)

*

In this example, k=3 and the .9 statistic is as follows:

12
S = ) (1524+524+10%) —3x5(3+1) = 10

5x3(3+1

The distribution of the test statistic .9, when the null hypothesis is true, should be
known to investigate how large a value of S is statistically significant. Since the
number of cases of ranking when n=5, k=3 is (3!)°>=7776, it is not easy to
examine all of these possible rankings to obtain a distribution. TeStatU; provides
the distribution of the test statistic .5 in the case of n=25, k=3 as in <Figure
10.3.10> and its distribution table as Table 10.3.9. As shown in the graph, the
distribution of .S is an asymmetrical distribution.

Friedman 5 Distrinution
k=8n=5
G e b ey s Tun T e g Tay Fay T

<Figure 10.3.10> Friedman S distribution when n=5, k=3

Table 10.3.9 Friedman S distribution when n=5, k=3

dsiuon | =3 | n=s
X P(X = x) P(X < x) P(X = x)
0.000 0.0463 0.0463 1.0000
0.400 0.2623 0.3086 0.9537
1.200 0.1698 0.4784 0.6914
1.600 0.1543 0.6327 0.5216
2.800 0.1852 0.8179 0.3673
3.600 0.0579 0.8758 0.1821
4.800 0.0309 0.9066 0.1242
5.200 0.0540 0.9606 0.0934
6.400 0.0154 0.9761 0.0394
7.600 0.0154 0.9915 0.0239
8.400 0.0077 0.9992 0.0085
10.000 0.0008 1.0000 0.0008

The Friedman test is a right sided test. If we look for the five percentile from the
right tail corresponding to significance level, the nearest value is P(X > 6.4) =
0.0394. Since it is a discrete distribution, there is no exact value of five percentile.
Hence, the rejection region with the significance level of 5% can be written as
follows:

if S > 6.4, then reject H,’

Since S = 10 in this example, H, is rejected.




10.3 Nonparametric Test for Locations of Several Populations / 35

Example 10.3.2 3) Enter data in TeStatU; as in <Figure 10.3.11> and click the [Execute] button. The
Answer sample statistics and test graph will be shown as in <Figure 10.3.12>. The critical
(continued) line which contains 5% of the significance level is shown here. For a discrete
distribution, the choice of the final rejection region should be determined by the

analyst.

Friedman Test

[Hypothesis] Hy: Mj=M=..=M;
Hj ! At least one pair of locations is different

[Test Type] Friedman Test

Significance Level &= ® 5% 1%
[Sample Data] (Treammentk=30r4)

Block 1224163202

Block 2 [16.1 12.6 1522

Block 3|19.7 159 18.7

Block 4211178189

Block 5/24.521.0238
[Sample Statistics]

By = 15 R;= B Ry= 10 Ry=
k= 3 n= 5 | &= 10.00
| Execute |

<Figure 10.3.11> Data input for Friedman test at TeStatU,

Friedman Test
Ho By e Maw . om M
Friedman § Statistic

§ = 1000
P45 = 10000 PR &3 = (00O0R

<Figure 10.3.12> Result of Friedman test using eStatU;

* Let's generalize the Friedman test described so far using the above example.
Assume that there are k£ number of levels and denote the rank of n number of
data as follows:
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Table 10.3.10 Notation of n random samples for k number of levels with randomized

block design
Treatment
Block Level 1 Level 2 Level k
1 X Xy X
Xi» Xo» KXo
n 1n 2n X}m
_ _ — Total
Mean X;. X, . X, Mean X

* A statistical model of the Friedman test is as follows:

‘X;j = :u+7-1 +ﬂj+€j]'a 7':1327’1437 j:1727"'3n

k
Here 7, is the effect of level i which satisfies Y, 7. =0 and B; is the effect of
i=1

block j which satisfies Zﬁj:O. ¢,/ are independent and follows the same
j=1 ‘

continuous distribution.
* The hypothesis of the Friedman test is as follows:

HEJ: T=Ty,= v =T
H, : At least one pair of 7, is different

* For the Friedman test, ranking data for each block must be created. Table 10.3.11
is the notation of ranking data for each level.

Table 10.3.11 Notation of rank data in each level

Treatment
Block Level 1 Level 2 Level k
1 Ry o Ry,
2 Ry Ry, Ry
n Rln R2n Rkn
Sum of ranks R . R, R
A ¢ Average of
o | g | | e | m. | e
R.. =(k+1)/2

* If we apply the analysis of variance for the rank data of Table 10.3.11 instead of
the observation data in Section 9.2, the total sum of squares, SS7, and the block
sum of squares SSB are constants. The treatment sum of squares SS7r is as
follows:

k _ _
SSTT=Z¢L(R,~, -R..)?
i=1

SST = SSTr + SSE

Therefore, the F test statistic can be written as follows:
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e MSTr SSTr
T MSE ~ “SST—SSTr— SSE’

Here ¢ is a constant.

That is, since SST is a constant, /' test statistic is proportional to SS7r.
The Friedman test statistic .5 is proportional to SS7r as follows:

o 12 L 12n N o= 5 9
= ) 2T = k(k+1)i§(R7" a.)
= _ 1z i R? —3n(k+1)
nk(k+1) =
- T 12 .
The reason S statistic has the constant multiplication of TErD is to make S

which follows a chi-square distribution with k—1 degrees of freedom.

The distribution of the Friedman test statistic S is denoted as s(k, n). TeStatU;
provides the distribution of s(k,n) up to n<8 if k=3 and up to n<6 if
k=4. s(k,n), denotes the right tail 100« percentile, but there might not be
the exact percentile, because it is a discrete distribution. In this case, the middle
value of two nearest s(k,n), is often used approximately. Table 10.3.12 is the
summary of decision rule of the Friedman test.

Table 10.3.12 Friedman Test

Decision Rule

Hypothesis Test Statistic: 9

H:m=7= " =1 If S > s(kmn), then reject H,,
H, : At least one pair of 7; is different |else accept H,

If there are tied values on each block, use the average rank.

The distribution of the Friedman statistic S is independent of the population
distribution. In other words, the Friedman test is a distribution-free test.

If the null hypothesis is true and if the sample is large enough, the test statistic
S is approximated by the chi-square distribution with £—1 degrees of freedom.
Table 10.3.13 summarizes the decision rule for the Friedman test in case of large
sample.

Table 10.3.13 Friedman Test - large sample case

Decision Rule

Hypothesis Test Statistic: .5

Hy:n=m= =1 If § > Xxi 1., then reject H, else
H, : At least one pair of 7, is different |accept H,

If there is a tie in the block, the average rank is assigned to each data. In this
case, the statistic S shall be modified as follows:
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S

T.
1— i 7]
Srap(p’—1)
Here g = (number of tied groups)
g
T, = thj(tj—l)(tjﬂ)
iz

t; = (the size of the 4" tie group, i.e., the number of observations in the tie group).
If there is no tie, the size of the ;" tie group is 1 and t=1

[Practice 10.3.2]

The following is the result of an agronomist's survey of the yield of four varieties of
wheat by using the randomized block design of the three cultivated areas (block). Apply
the Friedman test whether the mean vyields of the four wheats are the same or not
with the 5% significance level.

Cultivated Area
1 2 3
A 50 60 56
Wheat B 59 52 51
Type C 55 55 52
D 58 58 55

[:] = eBook = PR100302_WheatAreaYield.csv
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Exercise

10.1 A psychologist has selected 12 handicap workers randomly from production workers employed at
various factories in a large industrial complex and their work competency scores are examined as
follows. The psychologist wants to test whether the population average score is 45 or not. Assume
the population distribution is symmetrical about the mean.

32, 52, 21, 39, 23, 55, 36, 27, 37, 41, 34, 51

1) Check whether a parametric test is possible.
2) Apply the sign test with the significance level of 5%.
3) Apply the Wilcoxon signed rank test with the significance level of 5%.

10.2 A tire production company wants to test whether a new manufacturing process can produce a
more durable tire than the existing process. The tire by a new process was tested to obtain the
following data: (unit: 1000km )

Existing Process New Process
62 73
76 53
61 61
90 65
74 60
74 53
75 70
63 63

1) Check whether a parametric test is possible.
2) Apply the Wilcoxon rank sum test whether the new process and the existing
process have the same durability or not with the significance level of 5%.

10.3 A company wants to compare two methods of obtaining information about a new product. Among
company employees, 19 were randomly selected and divided into two groups. The first group
learned about the new product by the method A, and the second group learned by the method B.
At the end of the experiment, the employees took a test to measure their knowledge of the new
product and their test scores are as follows. Can we conclude from these data that the median
values of the two groups are different? Test with the significance level of 0.05.

Method A | 50 50 60 71 80 78 72 77 73 75
Method B | 52 54 58 78 65 61 60 72 60

10.4 10 men and 10 women working in the same profession were selected independently and their
monthly salaries were surveyed. Can you say that a man in this profession earns more than a
woman. Test with the significance level of 0.05. (Unit: 10USD)
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Man Woman
381 284
294 279
296 288
389 383
281 489
194 287
193 496
286 393
384 277
494 371

10.5 To find out the fuel mileage improvement effect of a new gasoline additive, 10 cars of the same
state were selected. The gas mileage was tested without gasoline additives and with additives
running the same road at the same speed and obtain the following data. Test whether the new
gasoline additive is effective in improving the fuel mileage with the significance level of 0.05.

gas mileage (unit: km/liter)

With additives Without additives
11.7 10.3
13.8 12.9
1.2 12.5

7.7 9.5

8.2 11.2
16.3 14.6
14.2 15.9
19.4 18.5
13.9 12.0
15.5 15.1

10.6 In order to determine the efficacy of the new pain reliever, seven persons were tested with aspirin
and new pain reliever. The experimental time of the two pain relievers were sufficiently spaced,
and the order of the medication experiment was randomly determined. The time (in minutes) until
feeling pain relief was measured as follows. Do the data indicate that the new pain reliever has
faster pain relief than aspirin? Test with the significance level of 0.05.

Person 1D | 1 2 3 4 5 6 7

Aspirin 15 20 12 20 17 14 17
New pain reliever 7 14 13 11 10 16 11

10.7 A person was asked to taste 15 coffee samples to rank from 1 (hate first) to 15 (best). The 15
samples are taken from each of the three types of coffee (A, B, C) and are tasted in random
order. The following table shows the ranking of preference by the coffee type. Test the null
hypothesis that there is no difference in three types of coffee preferences at the significance level
of 0.05.

Coffee Type Ranking
A 9 10 11 12 13
B 14 1 5 7 8
C 2 3 4 15 6

10.8 A bread maker wants to compare the four new mix of ingredients. 5 breads were made by each
mixing ratio of ingredients, a total of 20 breads, and a group of judges who did not know the
difference in mixing ratio of ingredients were given the following points. Test the null hypothesis
that there is no difference in taste according to the mixing ratio of ingredients at the significance
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level of 0.05.
Mixing Ratio Scores
Method A 72 8 70 87 T1
Method B 85 89 86 82 90
Method C 94 94 88 87 89
Method D 91 93 92 95 96
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Multiple Choice Exercise

10.1 What is NOT the reason to have a nonparametric test?

D Population is not normally distributed.
@ Ordinal data.

@ Data follows a normal distribution.

@ There is an extreme point in sample.

10.2 Which of the following nonparametric tests is for testing the location parameter of single
population?

D Wilcoxon signed rank sum test @ Wilcoxon rank sum test
@ Kruskal-Wallis test @ Friedman test

10.3 Which of the following nonparametric tests is for testing the location parameters of two
populations?

D Wilcoxon signed rank sum test @ Wilcoxon rank sum test
@ Kruskal-Wallis test @ Friedman test

10.4 Which of the following nonparametric tests is for tesing the location parameters of multiple
populations?

D Wilcoxon signed rank sum test @ Wilcoxon rank sum test
@ Kruskal-Wallis test @ Friedman test

10.5 Which of the following nonparametric tests is appropriate for testing of the randomized block
design method?

D Wilcoxon signed rank sum test @ Wilcoxon rank sum test
@ Kruskal-Wallis test @ Friedman test

10.6 What is the sign test?
(D Test for the location parameter of single population
@ Test for two location parameters of two populations
@ Test for several location parameters of multiple populations
@ Test for the randomized block design

10.7 What is the transformation of data that is often used for nonparametric tests?

@ log transformation @ exponential transformation
@ (0-1) transformation @ ranking transformation

10.8 What is the test statistic used for the sign test?

@ rank @ (number of + signs) - (number of - signs)
@ degrees of freedom @ (number of + signs)

10.9 What is the test statistic used for testing two location parameters of two populations using a
nonparametric test?
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@ (number of + signs)

@ sum of ranks in population 2

@ (number of - signs)

@ (sum of ranks in population 1) + (sum of ranks in population 2)

10.10 What is the theoretical basis for the Z statistic used for the Kruskal-Wallis test?

@ Within sum of squares of rank data
@ Error sum of squares of rank data
@ Total sum of squares of rank data
@ Treatment sum of squares of rank data

(Answers)
101 @, 10.2 ®, 10.3 @, 104 ®, 105 @, 106 @, 10.7 @, 10.8 ®, 10.9 ®, 10.10 @,



